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I-Quantity: assert all relevant things you consider true.

Aim of this talk:

» to drop the standard recipe, and

> install the attention-based account, on grounds that
> it solves many known problems for the standard recipe.
» it (partially) generates existing exhaustivity operators.
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a. John. (Exh.: not Mary or Bill.)
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Towards a solution: (2a,b,c) are attentionally distinct;
> in a way that pragmatics may be sensitive to;
> building on Ciardelli et al. 2009.
» cf. Van Rooij & Schulz 2006; Alonso-Ovalle 2008.

(Alternative: Hurford's constraint and local exh.
» Hurford 1974; Katzir & Singh 2013.)
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But ignorance implication due to I-Quantity is absent:
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Outline of solution:
» A quizmaster will pretend to be less informed, not more;
» hence the I-Quantity implication (—J) can be pretense;

» but (independently derived) exhaustivity ((J—) must be genuine.
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Formalism

» Montague's Intensional Logic (IL), with:

doxastic (KD45) modalities for the speaker (O, ¢);
a, b,. .. of type (s, t) (propositions);

A, B,... of type {(s,t), t) (sets of propositions);
set-theoretical shorthands (C, N, ...) for any (x, t);

v

vV vy

» Reserve designated constants for the maxims:
» information-maxims: |-Quality, I-Relation, I-Quantity;
> attention-maxims: A-Quality, A-Relation, A-Quantity;
» fix interpretation in admissible models (cf. meaning postulates);



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:

I-Quality(p) = Ovp



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:

I-Quality(p) = OVp
I-Relation(Q, p) = Q(p)



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:
I-Quality(p) = Ovp
I-Relation(Q, p) = Q(p)
. - lit A
-Quantity(Q, p) = Vq ((LF?elfaaﬁ'oﬁ((gQ) q)> —(pC q))



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:

I-Quality(p) = OVp
I-Relation(Q, p) = Q(p)

I-Quantity(Q, p) = Vg (( ﬂ’Ffifaat';f,ﬁ((gQ),Aq)) ~(pC q))

Alternative, equivalent formulation of I-Quantity:

-Quantity(Q, p) = Vg ((Q(9) Ap € q) = —0q)



2.2. Warming-up: information-maxims

I-maxims: For an informational intent p and a QUD Q:

I-Quality(p) = OVp
I-Relation(Q, p) = Q(p)

I-Quantity(Q, p) = Vg (( ﬂ’Ffifaat';f,ﬁ((gQ),Aq)) ~(pC q))

Alternative, equivalent formulation of I-Quantity:
-Quantity(Q, p) = Vg ((Q(q) A p Z q) — —0"q)

» The starting point for the standard recipe.
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> though only as a purely technical device;
» my account makes very different predictions (e.g., problems A.-D.).
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3.3. Comparison to “dynamic” operator
The basic idea (Van Rooij and Schulz 2006):
> like EXHpy, but minimize only among world-assignment pairs
that share the same assignment;
» not derived from a pragmatic theory.

» if utterances assign to discourse referents the propositions of
an attentional intent A...
> ...then this amounts to minimization per proposition in A, i.e.:

[ExHdyn(A, Q)] = {w | for some W’ € [A]: w € W’ and there
is no w'eW’ s.t. {We[Q] |w'eW’} c{W'e[Q] |weW'}}

For any admissible model M s.t. p = [J.A, Q is closed under
inters., and p and A can comply with the maxims relative to Q:

M = Exiigyn(A, Q) = (pN Exu(A, Q))

But again: empirically our accounts make very different predictions.
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Cautionary remarks

> the operator is not a substantive component of the theory;
> e.g. it is not a grammatical device.

> it is merely a shorthand for what the theory predicts a speaker
must believe, given:
» a certain QUD and intent;
intended compliance with A-Quantity (O A-Quantity(Q, A));
the belief axioms (KD45); and
accurate beliefs about the QUD and the intent.
> if these assumptions are unwarranted:

> the current operator may well deliver nonsense;
» and existing operators remain unexplained.
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Conclusion

The standard recipe was wrong.

But an alternative pragmatic account is available:
> speakers intentionally share attention;

» governed by the A-maxims;
> exhaustivity derives from A-Quantity:

» “intend to draw attention to all relevant propositions that you
consider possible independently of anything stronger to which
you intend to draw attention.”

» the predicted implications are technically similar to the
patterns described by (some) existing operators.
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